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Abstract—Rowhammer is a security vulnerability that allows
unauthorized attackers to induce errors within DRAM cells,
e.g., to attain elevated user privileges or to extract sensitive
information from cryptographic schemes. To prevent fault in-
jections from escalating to successful attacks, a widely accepted
mitigation is implementing fault checks on instructions and
data.

We challenge the validity of this assumption by examining
the impact of the fault on the victim’s functionality, as opposed
to solely focusing on the victim’s erroneous output. Specifically,
we illustrate that an attacker can construct a profile of the
victim’s memory based on the directional patterns of bit flips.
This profile is then utilized to identify the most susceptible
bit locations within DRAM rows. These locations are then
subsequently leveraged during an online attack phase with
side information observed from the change in the victim’s
behavior to deduce sensitive bit values. Consequently, the
primary objective of this study is to utilize Rowhammer as a
probe, shifting the emphasis away from the victim’s memory
integrity and toward statistical fault analysis (SFA) based on
the victim’s operational behavior.

In the signing victim attack scenario, we show
FAULT+PROBE may be used to circumvent the verify-after-
sign fault check mechanism, which is designed to prevent
the generation of erroneous signatures that leak sensitive
information. It does so by injecting directional faults into
key positions identified during a memory profiling stage. The
attacker observes the signature generation rate and decodes
the secret bit value accordingly. This circumvention is enabled
by an observable channel in the victim. FAULT+PROBE is not
limited to signing victims and can be used to probe secret
bits on arbitrary systems where an observable channel is
present that leaks the result of the fault injection attempt. To
demonstrate the attack, we target the fault-protected ECDSA
in wolfSSL’s implementation of the TLS 1.3 handshake. We
recover 256-bit session keys with an average recovery rate of
22 key bits/hour and a 100% success rate.

1. Introduction

Rowhammer. The discovery of Rowhammer by Kim et
al. [31] led to a number of attacks, such as gaining kernel
privileges by corrupting Page Table Entries [48], bypassing
authentication using opcode flipping [19]. Rowhammer has
been shown to be a threat in cloud environments [10],

[60], mobile platforms [55] and, network connections [37],
[50]. Rowhammer has also been shown to work from
Javascript [13], [20], extending the attack surface to include
browsers. To mitigate Rowhammer, detection-based [2], [8],
[12], [21], [23], [24], [45], [63], and prevention based [5],
[20], [55] countermeasures have been proposed. Gruss et
al. [19] showed that each can be defeated. Similarly, row-
refresh-based mitigation attempts implemented in DDR4
chips have been easily bypassed [16], [28], [33]. Cojocar et
al. [11] showed how to induce bit flips on Error-correcting-
code (ECC) memories using the timing side channels.

Attacks on Signature Schemes. Beyond system-level at-
tacks, cryptographic schemes have also been more di-
rectly targeted using Rowhammer. For instance, [27] uses
Rowhammer faults to recover key bits in the LUOV post-
quantum (PQ) signature scheme (a Round 2 competitor in
the PQ NIST standard competition). The technique was
formalized and named Signature Correction Attack (SCA) in
[47], which targeted CRYSTALS-Dilithium (PQ NIST Stan-
dard). In a nutshell, SCA introduces faults using Rowham-
mer while signatures are being computed, and by mathemat-
ically tracing and correcting the faulty signatures, it is able
to recover key bit values. Later, the same attack with mod-
ification of the correction mechanisms was shown to work
in traditional signatures schemes, e.g., ECDSA, EdDSA,
and RSA signatures in [41]. The SCA on Dilithium was
further improved by using (non-Rowhammer) instruction
skip attacks in [34].

Fault Analysis Methods. The fault’s effect on the victim
has been examined in various scenarios. Safe-error Analysis
(SEA) was introduced in [62] to show that fault checks on
the output create another side channel to be exploited. Later,
Ineffective Fault Analysis (IFA) was used in [9], which
shows the ineffectiveness of the counter-measure based on
releasing the output if the results from executing the victim
twice are equal. Both SEA and IFA are based on induced
faults that do not alter the output. On the other hand, the
faulty outputs are utilized to recover secret keys. Biham
and Shamir [3] used Differential Fault Analysis (DFA) on
DES to extract the secret key from the faulty ciphertexts.
Statistical Fault Analysis (SFA) was introduced in [17],
where the AES key is recovered without the knowledge of
input messages. Furthermore, Statistical Ineffective Faulty
Analysis (SIFA) [14] was introduced to generalize SFA and
IFA. Yet, none of the prior works could show effectiveness in
a local attack scenario where physical access is not possible.
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Library Countermeasures. To mitigate Rowhammer-
enabled fault injection attacks on crypto schemes, e.g. [15],
[27], [40], [41], [47], most authors recommend hardware
mitigations, e.g. increased refresh rates. Further software-
based fault detection techniques are recommended, i.e., SCA
papers [27], [41], [47] advocate checking faulty signatures
before releasing them to potential adversaries. An adversary
cannot run the signature correction step without access
to the faulty signatures. As for industry response, due to
the lack of effective and efficient hardware mitigations in
DRAM chips, library developers started to patch their own
software with application-specific hardening mechanisms,
e.g., SUDO developers implemented a logic hardening that
prevents authentication bypass [1] and wolfSSL developers
implemented a verify-after-sign check to mitigate signature-
correction attacks [41]. In light of the recent advances in
Rowhammer attacks, we pose the following questions:
• Are there any observable channels when combined with

Rowhammer faults that might be exploited to recover
secrets?

• If granted, how can we use such channels along with
Rowhammer to probe and recover secret bits from the
victim’s memory?

• Can such an attack be used to bypass existing detection-
based defenses?

1.1. Our Contributions

This work introduces a generic technique that enables
attackers to probe bit values in a victim’s memory space
using Rowhammer faults. It uses SFA to exploit the behav-
ioral changes in the victim’s execution during fault injection.
These behavioral changes confirm a successful fault being
injected (or otherwise) and provide a feedback mechanism.

Challenges. To use this side channel for an end-to-end
attack, one needs to overcome the following challenges:
• Finding targets with observable feedback mechanisms

when a fault is introduced on the secret value,
• Finding physical pages in the memory that produce re-

peatable flips in a target offset yet do not produce too
many flips in other offset locations,

• Mapping the victim to target flippy page and hammering,
• Amplifying the correct prediction probability of the secret

bit by reclaiming the same flippy page and repeating the
attack.

Contributions. To solve the challenges we explained,
• We introduce FAULT+PROBE, a novel fault-based side-

channel leakage mechanism that utilizes SFA on a victim
program caused by Rowhammer faults to recover secret
bits on co-located platforms. (Section 4)

• We introduce three kinds of behavioral changes that serve
as feedback mechanisms observable by the adversary:
1) Fault-checking mechanisms that were put in place to

prevent Rowhammer from succeeding may become
leakage channels. For example, a signature generation
scheme naturally slows down if fault detection is im-
plemented and faults are injected during the signing.

The adversary can measure the signing rate to deduce
whether fault injection attempts succeed or not.

2) Many protocols report failures to assist diagnosis.
For instance, wolfSSL’s TLS implementation returns
connection error codes, providing information about a
fault’s success, which the attacker might exploit with
greater accuracy.

3) Finally, without any error code or slowdown in the
signing rate, the adversary can potentially receive a
faulty signature, which fails to be verified by the public
verification algorithm, indicating a fault on the victim’s
side to the adversary1.

• We provide extensive experimental evidence using a thor-
ough offline profiling phase on DDR4 memory devices
that identifies memory pages with stable but isolated
directional flips. We show that certain memory locations
in DRAM modules have low-noise and repeatable flips,
which enables FAULT+PROBE. (Section 4.3)

• We propose a novel method to reclaim flippy pages that
enables us to reuse them multiple times for hammering a
secret value. (Section 4.3.4)

• We demonstrate an end-to-end attack on a TLS 1.3
handshake protocol implemented in wolfSSL. We use
wolfSSL’s ECDSA implementation, which is specifically
protected against fault injections with the verify-after-
sign check mechanism. We show that FAULT+PROBE can
recover 256-bit ECDSA private key from wolfSSL with
an average recovery rate of 22 bits/hour and 100% success
rate. (Section 6)

2. Background

Rowhammer. Fig. 1 displays the arrangement of memory
in different Rowhammer setups, in which each DRAM row
comprises two pages of 4KiB each. In these configura-
tions, it is presumed that the attacker can manipulate pages
containing known data, referred to as attacker pages. The
rows designated for the victim hold secret data from the
victim’s process. As depicted in Fig. 1a and 1b, all rows are
located within the same bank. However, in Fig 1c, rows are
allocated on different banks. The attacker and victim pages
are positioned adjacently. Consequently, frequent accesses
to the attacker pages can cause bit flips in the victim pages.

Previous work introduced the building blocks of an
end-to-end Rowhammer attack, such as finding contiguous
physical memory [25], [30], and memory massaging [7],
[35] which enabled more precise Rowhammer attacks [49].

Weissman et al. [58] showed up to three times faster
attack times in heterogeneous FPGA-CPU platforms when
Rowhammer is launched from the FPGA. Tobah et al. [51]
showed Rowhammer can increase the number of potential
Spectre-V1 [32] gadgets by 200 times. Recently, Kang et
al. [30] introduced a multi-bank hammering method that
increases the throughput of bit flips up to seven times.

1. Unlike in Signature Correction Attacks, FAULT+PROBE does not need
to correct the signature but only runs verify primitive to determine the
success or failure of the fault.
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Figure 1: Different Rowhammer hammering configurations

Adiletta et al. [1] demonstrated that Rowhammer can also be
used to corrupt register values temporarily stored in memory.

Statistical Fault Analysis. SEA [62] uses faults that do
not change the outputs. It injects faults on the intermediate
values and observes if the output is changed to deduce
the secret bits. SIFA [14] uses principles of IFA and SFA.
It utilizes the non-uniform probability of ineffective faults
that result in errors. Moreover, Fuhr et al. [17] used SFA
to recover the secret key from AES. The method works
by injecting fault to an intermediate value. Every faulty
ciphertext is partially decrypted for each key candidate.
Then, the key candidates are statistically evaluated to isolate
the key.

Mitigation Techniques. Detection [2], [8], [12], [21], [23],
[24], [45], [63], and prevention based [5], [20], [55] coun-
termeasures have been proposed to mitigate Rowhammer
attacks. Yet, Gruss et al. [19] showed that each can be de-
feated. Cojocar et al. [11] showed how to induce bit flips on
Error-correcting-code (ECC) memories using the timing side
channels. Similarly, row-refresh-based mitigation attempts
implemented in DDR4 chips have been easily bypassed
by adopting different hammering patterns [16], [28], [33].
Recently proposed mitigations, such as [29], [38], [57],
require hardware design changes, and DRAM vendors have
not yet adopted them. Infection-based countermeasures [18],
[52] have been proposed to make the faulty ciphertexts
useless to mitigate SFA.

3. Threat Model

Following the prior work on Rowhammer-based at-
tacks [10], [19], [20], [27], [31], [41], [60] and microar-
chitectural side-channel attacks [6], [32], [36], [53], [56],
attacker and victim are co-located in the same system in
our threat model. The adversary has no physical access
to the processor or memory system but can run code
on the target machine. We assume the system is free of
any software vulnerability and all the protections against
microarchitectural side-channel attacks are deployed. We
assume the attacker can access a mechanism that tells if the
secret has been corrupted. Such a mechanism can naturally
exist in different applications without any attacker effort.

For instance, the signature verification algorithm in public
key crypto schemes can serve as an oracle if a fault was
injected on secret or not [41]. If the victim does not reveal
faulty signatures, the error code returned to the attacker can
do the same task. In extreme cases where the victim does
not return any error code and retries the correct execution,
the timing difference caused by extra execution can reveal
if the fault was injected successfully.

4. FAULT+PROBE Attack

Earlier Rowhammer attacks depended on introducing
faults into the victim’s process. The attacks in [27], [41],
[47], i.e. applied correction techniques to faulty values,
extracting secret bits from the victim’s side. Mitigation of
these attacks has been attempted through check mechanisms
such as the verify-after-sign method, aiming to prevent
the generation of faulty signatures [59]. Nevertheless, this
work demonstrates that the FAULT+PROBE attack can still
access secret bits even when such check mechanisms are
in place. This enables unprivileged attackers to read secret
bits by monitoring the flip rate of Rowhammer-induced bit
flips at specific memory locations. Since it needs to find a
correlation between the profile of the victim’s memory and
the number of changes observed in the victim’s functionality,
FAULT+PROBE may be viewed as a method that utilizes the
principles of SFA and SEA.

4.1. Attack Overview

The FAULT+PROBE attack exploits the reproducibility
of bit flips on DRAM rows through meticulous profiling.
The secret bits are probed by repetitively flipping them.
Fig. 2 shows the attack overview. Our attack is divided into
the steps below.
1 We find a contiguous memory block and hammer it to

find flippy bit locations. This stage is referred to as offline
memory profiling. This stage is performed until a sufficient
number of victim pages for the online attack is found.
(Section 4.3)
2 We analyze the victim pages to observe the directional bit

flips. We construct a profile based on the bit flips. The most
sensitive bit locations within victim pages are identified.
(Section 4.3.3)
3 We choose a victim page from the profile. This victim

page has reproducible bit flips on specific bit locations.
Before going into the online attack phase, we search the
memory space for the victim page with its corresponding
attacker pages. We allocate dummy pages to place the
secret bits into the victim page for the online attack phase.
We manipulate the Linux Buddy Allocator and unmap the
dummy pages to map the secret bits to the victim page [35],
[41]. We target the secret bits using Rowhammer for the
online attack phase. (Section 6.2)
4 We look at the changes in the victim’s behavior. After

repeatedly running the victim process and hammering the
victim page, we record the observable results. (Section 6.2)
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Figure 2: FAULT+PROBE Attack overview. 1 The attack starts by hammering adjacent rows for the offline memory profiling
phase. 2 The most sensitive bit offsets are profiled. 3 The victim process is located on the profiled row. 4 The process is
run and hammered during the online attack phase a sufficient number of times. 5 The value of the targeted offset is found
by comparing the results from the offline memory profiling and online attack phases.

5 We compare the victim page’s profile with the operational
behavior of the victim. Then, we probabilistically determine
the original secret bit. (Section 6.2)

Reproducible Bit Flips. Reproducible bit flips refer to the
ability to consistently induce specific changes in memory
content through controlled Rowhammer attacks. By care-
fully targeting and repeatedly accessing specific rows of
DRAM, attackers can trigger predictable bit flips, potentially
leading to unauthorized access or system compromise [1].
Our approach achieves as low as single-bit reproducible flips
within the same row. We fine-tune the attack parameters
to minimize the impact on neighboring bits. This work
shows the precision and control of Rowhammer attacks for
improved bit probing.

4.2. Utilizing Reproducible Bit Flips

This section details the method for utilizing reproducible
bit flips to indirectly infer the contents of the victim’s bits,
bypassing the need to mathematically trace the fault directly.

Activating Attacker Pages. Executing a hammering routine
on pages controlled by the attacker leads to interference
within the victim’s pages. The hammering routine plays an
important role in reproducible bit flips. The number of bit
flips is affected by the number of attacker pages. Moreover,
we observe that the position of the victim page among the
attacker pages affects the number of bit flips on the victim
page. Even the data stored in the attacker pages affects the
distribution of bit flips on the victim page. Therefore, we
need to activate the attacker pages by using a hammering
routine that generates precise and reproducible bit flips.

Deducing Secret Bits. Prior to the attack, victim pages
undergo a profiling stage to ascertain the flipping tendencies
of individual bits. A victim page that shows precise and
reliable bit flips is chosen from the profiling stage. Then,
the online attack is started by locating the victim process
on the victim page, which is hammered repetitively.

The attack’s efficacy is monitored by examining the dis-
turbance in the victim’s processes. Given that bit flips do not
occur with every attempt, there is a calculable probability

associated with the attack’s success. Concurrence between
the outcomes of the profiling phase and the online attack
iterations allows for the inference of the probed bit.

4.3. Offline Memory Profiling

This section describes the memory profiling techniques
to perform FAULT+PROBE attack explained in Section 4.

4.3.1. Finding Physically Contiguous Memory Pages.
Our approach starts by identifying contiguous memory ad-
dresses to position attacker rows near the victim rows.
One technique to find contiguous physical memory involves
using huge pages, ensuring that sequential virtual addresses
correlate directly with contiguous physical addresses. How-
ever, this method necessitates unique system configurations.
Operating under the constraint of standard configurations,
we leverage DRAMA [46] on DRAM modules. For an
in-depth understanding of the DRAMA exploit, we direct
readers to the dedicated section detailing its implementation.
Other alternatives for finding contiguous physical memory
segments from user space include [25] and [30].

4.3.2. Finding Adjacent Rows on DRAM. We start by
allocating a memory chunk from the system. On this chunk
of memory, we search for the memory space that is located
on the same bank. Depending on the number of banks we
need to allocate, we gather each memory space associated
with its bank into a memory array. The memory array
contains the physical addresses of memory chunks located
in different banks. We use the method presented in [46] to
find the memory chunks located in the same bank.

Once memory blocks on different banks have been al-
located, our next step involves identifying adjacent pages
within the same DRAM bank. To achieve this, we employ
the method in [46], which reveals the row number of phys-
ical addresses in memory chunks on different banks. In
each bank, we look for physical addresses that are either
located in the same row or the next row. The number of
adjacent rows might be different for each bank. We truncate
the number of adjacent rows to the minimum number of
rows found in a bank. If we do not find any adjacent rows
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Figure 3: Optimal configuration search for the most number of bit flips.

in the same bank, we start the process from the beginning
by mapping a memory chunk from the system.

4.3.3. Profiling the Contiguous Memory. Upon success-
fully arranging rows within the same DRAM bank of a
contiguous physical memory block, we executed an effec-
tive Rowhammer attack. In systems equipped with DDR3
DRAM, we employed a double-sided Rowhammer tech-
nique, hammering each victim row with an attacker row
on both sides. This approach, however, is rendered ineffec-
tive on DDR4 systems due to Target Row Refresh (TRR)
countermeasures. Consequently, we adapted to an N-sided
Rowhammer strategy [16], [28], [30], aiming at multiple
victim rows with a sequential pattern of attacker and victim
rows. Subsequently, we pinpointed the rows experiencing
bit flips by persistently hammering the attacker rows and
monitoring for changes in the victim rows’ data.

Multi-bank Hammering. The number of banks used in
hammering directly impacts the number of flips observed.
Our observations reveal that employing a multi-bank ap-
proach generates more bit flips than a single bank. Kang et
al. [30] introduced the multi-bank hammering method. We
use their method to observe the effect of multi-bank ham-
mering. We utilize Linux’s huge pages to target the same
DRAM pages for a more fair comparison between the
configurations. We need to target the same pages so that
we would have more understanding of the number of bit
flips with different numbers of attacker rows and different
numbers of banks. Fig. 3 shows the total number of bit
flips with different numbers of attacker rows and multi-bank
hammering on the same DRAM pages. The number of bit
flips refers to the number of total flips from 1 → 0 and 0 →
1 flips. Fig. 3 indicates that increasing the number of banks
increases the number of flips observed until eight banks in
most cases. It decreases dramatically after using more than
eight banks.

Memory Profiling. We set the attack window, which is
dictated by the number of rows and the number of banks. We

sweep contiguous chunks of memory on each bank by using
the attack window, which contains the attacker and victim
rows. Firstly, we populate the victim rows with 0s and the
attacker rows with 1s. Then, we hammer the attacker rows
by 500K times to observe the bit flips on the victim rows.
Secondly, we swap the values of attacker and victim rows
and hammer them to observe the bit flips. If we find any bit
flips on the victim rows, we use them for memory profiling.
If we do not observe any bit flips during this phase, we pass
to the next attack window on the contiguous memory chunk
on each bank.

The data pattern within the victim row influences the bit
flip rate at specific positions. Typically, bit configurations of
1-0-1 and 0-1-0 are more prone to flips than those of 1-1-1
and 0-0-0 [31] when the central bit is the victim bit.

To simulate realistic flip rates, the victim rows are filled
with random data during the profiling phase. The process be-
gins by setting the attacker rows to all 1s. Subsequently, the
victim rows, now containing random data, are hammered.
This is followed by reinitializing the attacker rows to all 0s
and, once again, hammering the victim rows with the same
random values. This cycle is repeated 200 times. For each
cycle, we note down the bit flips on the victim rows. These
bit flips are analyzed in a later stage of the attack.

In the online attack scenario, the flip rates might be
different than the offline profiling phase because of the
presence of the victim process in the memory. To achieve
more realistic flip rates, the offline profiling phase can be
performed with an attacker’s copy of the victim process
located at the victim rows. (Section 6.1)

4.3.4. Amplifying Leakage. The pages with page offsets
that flip at every hammering attempt are rare. Therefore, a
single Rowhammer session can only reveal the secret value
with a certain probability. Moreover, the number of noisy
bit flips within the page and other probabilistic factors, such
as memory massaging, lower the probability of correctly
predicting the secret bit. Hence, we need to amplify the
probability by repeating the attack on the same secret value



multiple times. Fig. 4 shows that there is a high variance
in how many times a bit flip will be observed in a given
Rowhammer iteration. The profiled page in this figure shows
a flip characteristic where a flip in a given target offset
is more likely to occur than any other offset. After 200
iterations in the memory profiling, we observe that the
variance in the flip rates of both the target and other offsets
converges. Therefore, we use 200 iterations in the following
experiments for the memory profiling and online attacks.

Once the attacker profiles the memory and finds rela-
tively less noisy pages, these pages are unmapped, so the
secret in the victim process is placed on the same flippy
page. Yet, reclaiming the same physical page without any
privilege is challenging due to virtual to physical address
translations, which are opaque to users.

Here, we propose a novel method to reclaim the flippy
pages without using Linux pagemap, which requires root
privileges or huge pages that require special system config-
urations.
• After an iteration of the online attack is completed, the

victim program releases the flippy page.
• Then, we allocate a large buffer of pages. As the page

frame cache provides the recently used pages to the new
allocations, the flippy page is highly likely to come back
within the buffer.

• We cannot see the physical address of the flippy page to
search within the buffer; therefore, we run another round
of Rowhammer on the same attacker rows that we used
for the online attack and search for a bit flip in the large
buffer.

• Since we know the original flippy page offsets in the
previously released page, we can then compare those
flippy offset numbers with the actually flipped offset in
the buffer.

• If we cannot see a flip in the buffer in the first trial, we
try hammering more. If it still fails, we increase the size
of the buffer by mapping more pages and repeating the
process until we can reclaim the victim page.

In our experiments on the DDR3 system, we observed that
if the flippy page is in the allocated buffer, we can detect it
by seeing a flip in the first few trials of Rowhammer, if not
in the first trial.

5. Experiment Results

Experiment Setup. The experiment is performed on an
Ubuntu 20.04.6 LTS system with an Intel Core i5-8400 CPU
@ 2.80 GHz and a Corsair DDR4 DRAM module with part
number CMU64GX4M4C3200C16.

To execute our online attack, we employ offline memory
profiling on the target system to pinpoint the most effective
pages for the attack. Fig. 3 shows the number of flips
observed on different configurations. Increasing the number
of banks increases the number of pages hammered and the
number of flips observed. Moreover, the number of attackers
significantly affects the number of observed flips on the
same memory region.
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Figure 4: The variance and mean of bit flip rates for the tar-
get offset and other offsets in a single page for an increasing
number of iterations. The separation between the target and
other offsets allows us to distinguish the two based on the
observed rate easily.

TABLE 1: Analysis of flippy pages in various hammering
configurations that highlights how specific configurations
impact the likelihood of inducing flippy pages.

Configuration (R, B) Profiled Area (MB) # Flippy
Pages

Flippy Page
/ MB

(15, 7) 340.38 29,085 85.44
(15, 5) 296.25 27,270 92.05
(15, 4) 46.50 4,788 102.96
(12, 7) 32.70 2,827 86.45

We profile the memory with different configurations on
the number of attacker rows and the number of banks, i.e.,
(R, B). We choose (15, 7), (15, 5), (15, 4), (12, 7) for
the offline memory profiling phase. (15, 7) and (15, 5)
configurations result in similar number of bit flips while (15,
4) configuration has less number of bit flips. We also use (12,
7) configuration to compare the result from a configuration
that is comparably less as shown in Fig 3.

The offline memory profiling phase is performed as ex-
plained in Section 4.3.3 with chosen (R, B) configurations.
Table 1 shows the number of flippy pages under different
profiling configurations. A page is referred to as a flippy
page if at least one bit-flip is found during the offline
memory profiling phase.

We observe that profiling the same physical address with
the same hammering configuration results in the same bit-
flip pattern. The number of bit flips might differ in different
offline profiling phases, whereas the most flippy bit location
stays the same. Furthermore, the hammering configuration
affects the bit flip pattern on a physical address. The most
flippy bit location changes for the same physical address
with different hammering configurations. Thus, we can use
the same physical address to probe different bits by us-
ing different hammering configurations. Some of the flippy
pages in Table 1 are the same physical addresses with
different flip characteristics.

We profile more memory area with (15, 7) configuration
than (15, 5) configuration. However, the number of flippy
pages per MB is lower in (15, 7) configuration compared
to (15, 5) configuration. Different parts of memory are
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Figure 5: Location and direction of bit flip on different pages. (a) and (b) are examples of reliable pages, (c) and (d) are
examples of unstable and unusable pages, respectively.

TABLE 2: Distribution of bit flips across physical addresses,
highlighting the most flippy bit location and the comparative
number of flips on the identified flippy bit versus other bits.

# Physical
Address

Most Flippy
Bit Location

# Flips on
Target Offset

# Flips on
Other Offsets

2c0046000 2218 116 0
2bfa62000 7210 73 0
1ca224000 522 45 0
1e7598000 11347 49 17
135dd0000 7201 62 18
1cd7fc000 981 41 37
2c0ae1000 26034 42 28
2c1c8c000 1349 80 605
2c1d12000 9049 172 1153
2c1d10000 16076 154 2861

allocated for offline memory profiling in different config-
urations. We allocate memory area less prone to bit flips in
(15, 7) configuration.

We profile 42% more area with (15, 4) configuration
than (12, 7). We find 69% more flippy pages in (15, 4)
configuration. This also lays emphasis on the memory area
allocated for the offline profiling phase.

Post-processing analysis is then applied to the collected
bit flip data, producing Table 2 that illustrates the number of
bit flips for random 10 flippy pages that were found in the
profiling phase. Table 2 shows the most flippy bit location on
each profiled DRAM page, where each DRAM page consists
of 4KB, which is 32768 bits. The distribution of bit flips on
DRAM pages varies, which is indicated by the number of
total bit flips on the other bits.

A detailed analysis of the distribution of flips on 4
different pages is shown in Fig. 5. Some pages have dis-
tinctive bit flips on certain bit locations. It should be noted
that we see the same bit flip direction on an offset while

TABLE 3: Analysis of flippy pages on GSkill DDR4 mod-
ule with various hammering configurations that shows how
specific configurations affect the number of flippy pages.

# Attacker Rows Profiled Area (MB) # Flippy
Pages

Flippy Page
/ MB

13 1024 5,569 5.43
10 1024 17,746 17.33
9 1024 16,223 15.84

hammering it with 0 and 1. This would make it possible to
probe the targeted bit regardless of the hammering values.
Fig. 5 shows the total number of bit flips that occurred
while hammering each page with 0 and 1. Fig. 5a and 5b
show reliable bit flips on consistent bit offsets, while Fig. 5c
and 5d have bit flips distributed over different offsets. Later,
we split profiled pages into categories based on the number
of bit flips. For our attack, we utilize pages with similar bit
flip patterns as shown in Fig. 5a and 5b.

Experiment on Other DRAM modules. We conduct a
Rowhammer experiment on a different DRAM module for
further analysis. We use a single bank multi-sided hammer-
ing configuration on a GSkill DDR4 DRAM module with
part number F4-3600C16D-16GVKC.

Table 3 shows the total number of bit flips found after
hammering with different numbers of attacker rows. We
observe that using more than 10 attacker rows decreases the
number of flippy pages. The experiment result reasserts our
statement about the impact of the hammering configuration
on the number of flippy pages. Optimization of hammering
configurations to perform offline memory profiling on other
DRAMs requires the same steps explained in Section 4.



6. Recovering wolfSSL TLS Server Key

Our demonstration of the attack uses wolfSSL TLS 1.3
handshake protocol shown in Fig. 6. It is important to note
that in a practical attack scenario, offline memory profiling
should cease once appropriate pages for the attack are found.
Subsequently, the focus should shift to the online phase of
the attack. For our online attack, we extensively profiled the
memory setup to locate optimal pages for the attack.

Client
(Attacker)

ClientHello
{+KeyShare}

Key Gen

Server
(Victim)

ClientHello
ServerHello
{+KeyShare}

Key Gen

CertificateVerify
{EccSign
+EccVery}

SignCertificateVerify Verify

Finished Finished

Rowhammer
on ECC key

Figure 6: Rowhammer attack on TLS 1.3 handshake

Previously, wolfSSL addressed a Rowhammer attack that
leveraged defective signatures to compromise the server’s
private key. The signature correction method applied to these
signatures made it feasible to deduce the secret 256-bit
ECDSA key [41]. As a countermeasure, wolfSSL added
an additional verification step to the handshake protocol,
involving a pre-send verification of signatures [59]. This
step ensures that if a signature is found to be defective,
the handshake, and consequently the SSL connection, does
not occur. This step is shown as EccVery on the server side
in Fig. 6. This method is referred to as the verify-after-sign.
However, this fix inadvertently opens up ways for alternative
attack strategies. Now, it is conceivable to infer the state of
any targeted key bit by monitoring the failure rates of SSL
connections during Rowhammer attacks. TLS 1.3 handshake
protocol is summarized below.
• The client starts the handshake by sending
ClientHello+KeyShare to the server.

• The server responds the client by sending
ServerHello+KeyShare to the client. It also
calculates the signature of a handshake and sends
it to the client under CertificateVerify step.
Optionally, it verifies the signature before sending it to
the client. Thus, any defective signature is not sent to
the client before the termination of handshake. Signature
verification is optional and added as a countermeasure
against a prior attack [41].

• Once the client receives the response, it calculates its
signature and verifies it. Then, the handshake is com-
pleted, and the secure connection between the client and
the server is established.

If an attacker successfully injects fault into the ECDSA
key, there are two possible ways to recover the secret bit.

• If the attacker gets the faulty signature from the server, a
signature correction method can be used to recover a bit
from the ECDSA key [41].

• If the attacker does not get the faulty signature and
observes that the handshake is terminated by the server, it
is possible to recover a secret bit by repetitively sending
handshake requests and injecting faults to the ECDSA
key. Then, the attacker needs to observe the connection
handshake termination rate to recover a bit from the
ECDSA key.

6.1. Memory Profiling Phase

To provide a comprehensive summary of the offline
memory profiling phase, we divide flippy pages found in
Table 1 into different categories based on the distribution of
flips. Before categorizing the pages, we take sample pages
from the flippy pages, which have bit flips distributed as
shown in Fig. 5. Then, we observe the handshake failures
over different pages and categorize them to determine a
criterion for pages that are useful for the online attack.

We define δ as the most number of bit flips observed on
a single bit offset on a flippy page. We define σ as the total
number of bit flips observed on all bit offsets on a flippy
page except the most flippy bit location.

Some flippy pages have a very low number of bit flips,
i.e., δ ≤ 10 and δ ≥ σ. On the other hand, some flippy
pages have a higher number of bit flips where σ ≥ 80. We
observe that injecting a reproducible fault on the ECDSA
key on these pages is not possible. We either see no bit-
flips on the target offsets or lots of bit-flips on the other bit
offsets. Thus, we refer to these pages as unusable pages.

We use flippy pages where δ ≥ 10 and δ ≥ σ and
perform an online attack. We observe that the handshake is
terminated, and bit flips occur on the targeted bits on these
pages. We categorize these flippy pages where δ ≥ 10 and
δ ≥ σ as reliable pages.

We use flippy pages where δ ≥ 10 and σ ≤ 80 to
perform the online attack. We observe that these pages can
be used for the attack. However, they do not always result in
consistent bit flips on the ECDSA key. Thus, it might give
us a wrong conclusion of the real bit value. We categorize
these pages as flippy pages where δ ≥ 10 and σ ≤ 80 as
unstable pages.

Table 4 shows the profiled pages under different cate-
gories. There are more reliable and unstable pages in (15,
7) configuration compared to the (15, 5) configuration. This
shows that (15, 7) configuration profiles pages that have
consistent and reproducible bit-flips as shown in Fig. 5a
and 5b.

(15, 4) configuration have less number of reliable and
unstable pages compared to the (12, 7) configuration. (15,
4) configuration profiles more flippy pages. However, it
either induces a very low number of bit-flips or a very high
number of bit-flips on flippy pages, which are referred to
as unusable. Therefore, we get more useful pages for the
online attack from the (12, 7) configuration.



TABLE 4: Classification of memory pages into reliable, un-
stable, and unusable categories based on bit flip distribution
across different hammering configurations.

Configuration
(R, B) Reliable Pages Unstable Pages Unusable Pages

(15, 7) 685 2076 26324
(15, 5) 218 570 26482
(15, 4) 24 56 4708
(12, 7) 33 128 2666

This analysis helps identify potential pages targeting
specific bit offsets, which we repeatedly hammer in our
online attack phase.

Extending the Offline Profiling for Higher Confidence.
The presence of the wolfSSL TLS server in the online
attack causes some of the profiled pages to have lower
flip rates than the offline profiling phase. This difference
decreases the confidence in our probing process. Having
low confidence in probed bits may still result in full key
recovery on some schemes, such as on RSA with specialized
algorithms [35]. Since other targets do not have specialized
key recovery algorithms from noisy bits, we need to increase
the confidence in the recovered bits. For this reason, we
extend the offline profiling phase.

We profile the reliable and unstable pages while an
attacker’s copy of the wolfSSL TLS server is located at
them. The pages are loaded with an ECDSA key in which
the probe offset is set to 0, and they are profiled as explained
in Section 4.3.3. Unlike the online attack phase, we do not
need to connect to the server. After profiling with a 0 probe
offset value, we restart the server on the same pages and
load them with an ECDSA key in which the probe offset is
set to 1. Then, we profile them to observe the bit flips on
the probe offset. If the probed bit offset is still flippy, we
use this page in the online attack phase.

TABLE 5: The effect of wolfSSL TLS server on the flip
rates. If the probe offset is still flippy, the page is suitable.

Physical Addr. Offline
Profiling

ECDSA
Key Bit # of Bit Flips Suitable?

2bf774000 0 → 1: 17 0 0 → 1: 6
✓1 → 0: 0 1 1 → 0: 0

1d0220000 0 → 1: 12 0 0 → 1: 0
✗1 → 0: 0 1 1 → 0: 0

Table 5 shows two pages to probe the same bit on the
ECDSA key. The page at 2bf774000 has 17 instances
of 0→1 bit flips at the probe offset during profiling without
the wolfSSL TLS server. We set the ECDSA key bit to 0 by
loading the proper ECDSA key, and we profile the page. We
observe 6 instances of 0→1 bit flips, which is compatible
with the profiling without the wolfSSL TLS server. Then,
the ECDSA key bit is set to 1, and we profile the page again.
We do not observe any bit flips this time, as expected. Since

the probed bit offset is still flippy, this page is suitable for
the online attack phase.

The page at 1d0220000 has 12 instances of 0 → 1
bit flips on the probe offset during profiling without the
wolfSSL TLS server. We repeat the same steps as the
previous page. Since the probed bit offset is not flippy, this
page is not suitable for the online attack phase. All reliable
and unstable pages are profiled in this manner to find the
suitable pages needed to perform the online attack.

6.2. Online Attack Phase

Allocating the Useful Pages. Once we identify pages that
are useful to our attack, the next step involves allocating
these pages for use in our online attack. For experimental
purposes, during the profiling stage, we record the physical
addresses of the victim pages and their corresponding at-
tacker pages. We utilize the mmap system call to reallocate
these pages, allocating various memory segments. We then
verify the physical addresses of these allocated memory
pages. Pages with matching memory addresses are retained
for use in the attack, while those that don’t match the
required physical address values are released.

It is important to note that this memory allocation step
would not be necessary in a full-scale, end-to-end attack.
Should an appropriate page be identified during the profiling
stage, the next action would be to proceed with the online
phase of the attack immediately.

Mapping Private Key to Victim Page. To successfully
flip bits in the ECDSA key, the memory arrangement must
be modified, ensuring the key is positioned in one of the
previously identified vulnerable rows. This is achieved by
initially unmapping the areas prone to flips, after which the
client either generates or loads the private key. Leveraging
the characteristics of the Linux Buddy Allocator [4], which
allocates newly freed physical pages from the page frame
cache in a first-in-last-out manner, the private key gets
mapped onto the vulnerable row.

Once the server initiates the TLS 1.3 handshake process,
the ECDSA key is loaded from the key certificate to the
server memory. In our attack scenario, we impersonate a
client to establish a connection with the server, which is in a
state of awaiting connection requests. A crucial aspect of the
attack is the timing: it is imperative not to hammer the victim
page until the key has been allocated to it. To address this
timing or synchronization challenge, the client (in this case,
the attacker) should delay the connection request, allowing
sufficient time for the key to be generated and placed on
the victim page. As an attacker, we have control over the
timing of the connection request, enabling us to synchronize
our actions with the server’s key generation process.

Once we achieve the necessary synchronization, we
hammer the attacker pages allocated prior to initiating the
attack. Subsequently, we monitor the status of the TLS 1.3
handshake to determine whether a fault has occurred in the
key. However, it is important to note that the connection
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Figure 7: Shifting page offset of the secret using the attacker-
controlled input size

status does not always provide direct insight into the state
of the secret bit. There are two scenarios to consider:

• First, the secret key might not be located on our tar-
geted victim page. In such instances, our bit flipping
may impact other variables within the wolfSSL frame-
work rather than the intended key.

• Second, there’s a possibility that the bits being flipped
belong to memory allocations of other processes, not
just wolfSSL. In such cases, a failure in the connection
does not necessarily imply a compromise of the secret
bit.

This underscores the complexity of the attack and the need
for careful analysis of the results to interpret the impact of
our actions accurately.

ASLR Effect on the Key Allocation. Address Space Lay-
out Randomization (ASLR) randomizes the victim memory
space as a caution against buffer overflow attacks. If it is
disabled by the system, we observe that the physical address
of the page for the server key stays the same. This would
increase the flips observed on the victim’s system since we
always target the same victim row. If ASLR is enabled,
our chance of placing the server key into the victim page
will decrease. However, it will only increase the time of
our attack since it requires more iterations to eliminate the
noise.

Shifting the Page Offset of Key. Our attack depends on
the flippy bit offset on a page found in the offline memory
profiling phase. Thus, it is vital to match the flippy bit offset
with the bit offset of the server key. If any mismatch occurs,
we will target a bit that is different than intended or belongs
to the other variables in the process. We observe that the
page offset of the server key always stays the same since
ASLR does not randomize the page offset. In this case, we
would limit our attack to the profiled pages with bit-flips
only on a constant 256 bit-space over a 4KB page. To show
the viable attack scenario, we utilize an input-dependent
malloc size on a variable from the victim’s side. This
changes the page offset of the server key and enables us to
place it into the desired offset on the victim page.

In case there is no attacker-controlled malloc before
the secret, extending the offline memory profiling phase is
still possible to find flippy pages for each bit offset. This
would only prolong the offline attack time.

Listing 1: An example of dynamic memory allocation for
server TLS 1.3 application from wolfSSL 5.6.3

1 int main(int argc, char** argv)
2 {
3 int ret = 0;
4 #ifdef WOLFSSL_TLS13
5 struct sockaddr_in servAddr;
6 struct sockaddr_in clientAddr;
7 socklen_t size = sizeof(clientAddr);
8 char buff[256];
9 size_t len;

10 int size = atoi(argv[2]);
11 char *reply = (char*) malloc(sizeof(char) *

size);
12 int on;
13 /* declare wolfSSL objects */
14 WOLFSSL_CTX* ctx = NULL;
15 WOLFSSL* ssl = NULL;
16 ...
17 return ret;
18 }

On code snippet List. 1, reply variable is allocated
by using malloc. This would affect the bit location of the
ECDSA key, which is stored in ctx variable. As the size of
malloc increases by changing size variable, the location
of the ECDSA key within the DRAM page shifts toward the
next DRAM page. We illustrate in Fig. 7 that an attacker
who is in control of the size of a malloc can indeed shift
the secret variable around the page boundaries, spanning all
possible page offsets. This would allow us to utilize every
reliable and unstable pages found in Section 6.1.

The malloc system call allocated memory that is 128-
bit aligned. It allows us to shift ctx variable by 128-bit
on the same page. This gives us the opportunity to probe
congruent bits in the ECDSA key i.e. 0th - 128th, 1st -
129th bits, and so on. Hence, we only need 128 pages to
probe the entire 256-bit ECDSA key.

Performing the Online Attack. Each page used for the
online attack is hammered with the attacker pages set to 1s,
and any connection failure is observed by connecting to the
server as a client. This cycle is repeated 200 times. Then, the
page is hammered with 0s to see if any connection failure
happens. We also repeat this cycle 200 times. Then, we shift
the ECDSA key 128-bit and repeat the attack cycle to probe
the congruent bit on the key. Each page is used 800 times
for the online attack to probe two bits on the ECDSA key.

6.3. Online Attack Results

We perform the online attack as explained in Section 6.2.
Table 6 shows the online attack results on several examples
of reliable & unstable pages.

For example, the page located at 2bf774000 has 17
instances of 0→1 bit flips during the offline profiling. We
perform the online attack, and we observe 6 connection
failures and probe the bit value as 0. Then, we perform the
online attack on the shifted ECDSA key and do not observe
any connection failures. Thus, we probe the bit value as 1



TABLE 6: Summary of online attack outcomes on a fixed
ECDSA key, showing the relationship between offline pro-
filing, connection failures, and bit value predictions versus
actual values.

Pages Physical
Address

Offline
Profiling

Number of
Connection Failures

Probed
Bit Value

Real Bit
Value

R
el

ia
bl

e

2bf774000 0 → 1 = 17 6 0 0
0 1 1

1cc3fc000 1 → 0 = 14 0 0 0
6 1 1

2c01db000 1 → 0 = 13 0 0 0
6 1 1

U
ns

ta
bl

e 1b1cc5000 0 → 1 = 20 4 0 0
0 1 1

2c06ad000 0 → 1 = 10 8 0 0
0 1 1

since we expect to see instances of 0→1 bit flips that hinder
the connection.

The page located at 1b1cc5000 has 20 instances of
0→1 bit flips during the offline profiling. We perform the
online attack and observe 4 connection failures. Thus, we
probe the bit value as 1 since we expect to see 0→1 bit flips
that prevent the connection. On the shifted ECDSA key, we
do not observe any connection failures and probe the bit
value as 0. After the attacks, we check the real bit values
and validate our probing results.

Overall, the attack is performed on a 256-bit ECDSA
key, and we achieve an average recovery rate of 22 bits/hour
with a 100% success rate.

7. Comparison to Related Work

Rowhammer-based KEM Attacks. The works in [15] and
[40] both target PQ KEM schemes using Rowhammer fault
injection. The former uses Rowhammer to increase the error
rate during encryption in FrodoKEM, which results in higher
decryption failures, which are then mathematically analyzed
to deduce key bits. Similarly, [40] achieves key recovery
from LWE-based KEM schemes using Rowhammer by run-
ning the decapsulation procedure or the plaintext checking
oracle multiple times with different ciphertexts while intro-
ducing faults that reveal parts of the key. Both techniques
require extensive analysis. In contrast, FAULT+PROBE can
directly fault and probe bits without any extensive analysis
given an observation channel.

Signature Correction Attacks. SCAs such as LUOV [42],
Dilithium [26] and EC/DSA [41], on the other hand, re-
cover key bits by correcting faulty signatures obtained by
Rowhammer fault injection. Our attack does not require
access to faulty signatures/ciphertext or any complex math-
ematical postprocessing to recover the secret key bit. For
instance, for signature correction to work, the faulty bit
needs to be mathematically traceable to the faulty signa-
ture, allowing signature correction. Instead, the presented
FAULT+PROBE attack can directly recover bit values either
by observing signing rates (if fault checking is implemented)

or by recovering error-dependent change in the protocol’s
behavior.

RAMBleed. Kwong et al. [35] proposed RAMBleed to
extract bits using Rowhammer. Our attack is fundamentally
different in terms of how the secret bit is deduced. In
RAMBleed, the attacker exploits the data dependency of
the aggressor rows. FAULT+PROBE exploits the observable
effect of a bit flip on the secret value. Moreover, RAMBleed
has three fundamental limitations that FAULT+PROBE does
not have.

First, in RAMBleed, the attacker has to co-locate two
copies of the victim in the same rows and force them
to hammer the attacker’s row. In our attack, however, the
victim can exist in any row as long as the attacker rows
cause a bit-flip on the victim row. Second, RAMBleed can
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Block	Size
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Figure 8: Flip characteristics of a single page with different
attacker row data patterns. Larger dots indicate more repeat-
able bit flips in a certain data pattern in DDR4.

only deduce the bits with a certain probability. Probabilistic
information is enough to extract a full RSA key using a
variant of Henninger-Shacham algorithm [22], [44], yet it
does not work on other schemes such as ECDSA. Since
FAULT+PROBE can deduce bits with 100% accuracy, it can
be used as a generic attack on any secret that can be flipped
using Rowhammer and reveals fault information.

Finally, the RAMBleed attack was based on the assump-
tion of data dependency of bit flips on DDR3 memory
chips. It assumes that a bit flip strongly depends on the
bit value of the same offset in the immediate neighbors.
However, in our experiments on DDR4, we have observed
that this is not the case. We tried different aggressor row
patterns to show the effect of diagonal memory cells on
a flippy page offset. We set the value of the hammering
rows as 111..1000..0111..1 where we call running 1s or
0s a block. Fig. 8 demonstrates how a single page shows
different flip characteristics when we change the size of the
block. We observed that different values on the attacker rows
change these flip characteristics of the victim row entirely.
Therefore, without knowing the actual value of the whole
victim row, it would not be possible to comment on the flips
seen on the attacker-controlled ”sample page”. Knowing
every bit of the secret value prior to the attack would be



an unrealistic assumption. In conclusion, a profiling-based
attack like RAMBleed would not work on DDR4 systems.

8. Applying FAULT+PROBE to Other Libraries

We have reviewed TLS applications from OpenSSL,
LibreSSL, and Amazon s2n libraries to check the feasi-
bility of FAULT+PROBE. We have performed an end-to-end
attack on WolfSSL, including offline memory profiling and
mapping the private key to the victim page. Since we would
use the same DRAM modules for the other libraries, we
expect to perform FAULT+PROBE and recover the private
key. Therefore, in a simulated fault attack scenario, we only
check how the private key is stored in these libraries.

OpenSSL 3.3.0. OpenSSL, a widely-used open-source
toolkit for TLS protocols, provides essential security
features for TLS 1.3 applications. We verified that
FAULT+PROBE is applicable to OpenSSL 3.3.0 by us-
ing the handshake protocol in Fig. 6. OpenSSL server reads
the server key and waits for a handshake request from a
client. Meanwhile, the server key is stored unmasked and
vulnerable to Rowhammer attack. FAULT+PROBE can trace
the private key bits and recover the server key.

The OpenSSL team verified the vulnerability reported
in [41], but they have not released patches to fix it, stating
Rowhammer is not in their treat model.

LibreSSL 3.9.2. LibreSSL, a fork of the OpenSSL
project, aims to provide a more secure and modern imple-
mentation of TLS 1.3 protocol. They verified the vulner-
ability reported in [41] and fixed it by performing verify-
after-sign method in the later patches. However, we can
still perform FAULT+PROBE on LibreSSL since they store
the server key unmasked before getting a handshake request
from a client, as shown in Fig. 6.

Amazon s2n-TLS 1.4.15. Amazon s2n-TLS, a
lightweight and efficient implementation of TLS protocol, is
designed to provide secure communications for applications
and services. Amazon s2n confirmed the vulnerability
reported in [41] and implemented verify-after-sign method
as WolfSSL and LibreSSL adopted for their libraries. We
can perform FAULT+PROBE on Amazon s2n that utilizes
OpenSSL TLS 1.3 application. We verified that Amazon
s2n stores the private key unmasked, and it can be
recovered by FAULT+PROBE even under verify-after-sign
fix is enabled.

9. Responsible Disclosure

We disclosed our findings to wolfSSL on April 4,
2024. wolfSSL team acknowledged the vulnerability. A
comprehensive patch was released, utilizing blinded ECDSA
with the masked private key to minimize key exposure. We
tested FAULT+PROBE on the patched libraries and verified
that the patch is effective in mitigating our attack.

10. Countermeasures

In this section, we discuss the viability of several
countermeasures against FAULT+PROBE that can be imple-
mented on both software and hardware.

Mitigating Faults. In FAULT+PROBE, we rely on bit cor-
ruption using Rowhammer. Therefore, any defense mecha-
nism that prevents targeted Rowhammer attacks also pre-
vents FAULT+PROBE.

Reducing the DRAM refresh interval constrains the at-
tack’s potential by limiting the available time for inducing
bit flips. However, this measure leads to increased power
consumption and decreased system performance since mem-
ory cannot be accessed during the refresh operation, thereby
making it an impractical solution for widespread adoption.

Researchers have proposed alternative row refresh tech-
niques that aim to balance effectiveness against performance
and energy penalties. One notable example is the Hidden
Row Activation (HiRA) [61], which introduces a method
for parallelizing row refreshes. HiRA capitalizes on the
architectural feature that different rows within the same
bank can be connected to distinct charge restoration circuits,
enabling simultaneous refresh operations. This method not
only diminishes the window available for Rowhammer at-
tacks by embedding refresh operations into the normal row
access cycles but also mitigates the associated latency issues.
Although HiRA offers a promising approach to mitigating
Rowhammer attacks, its integration into actual products is
still forthcoming.

Further advancements are represented by the work of
Wang et al. [57], which advances the Probabilistic Ad-
jacent Row Activation (PARA) [31] defense mechanism
through the development of Discreet-PARA. This approach
integrates disturbance tracking with a dedicated cache for
recently accessed rows (PARA-cache), facilitating precise
management of refresh operations for rows at risk of
Rowhammer attacks. Discreet-PARA has successfully re-
duced the performance overhead typically associated with
such mitigation techniques by refining the process of mon-
itoring row accesses and refreshes. Since PARA requires
changes in the memory controllers or DRAM chips, it is not
possible to implement them on the current systems [43].

Although Error Correcting Code (ECC) can correct
single-bit flips, Rowhammer attacks capable of generating
multiple-bit flips can circumvent ECC protection, as demon-
strated in [11]. This limitation underscores the necessity
for Rowhammer-specific countermeasures even in systems
equipped with ECC.

Mitigating Probes. For extracting the secret bit value,
we rely on a feedback mechanism that the adversary ob-
serves. Eliminating or blinding this channel would mitigate
FAULT+PROBE as well.

In server/client scenarios where a malicious client col-
lects faulty signatures, verifying the signature before sending
it to the client would prevent the client from deducing secret
bits only by using the signature verification. Yet, as we ex-
plained in the previous sections, this alone is not a sufficient



mitigation. Even if the server implements verify-after-sign
as a security measure, how it handles an unverified signature
scenario is also important for FAULT+PROBE. Libraries
need to prevent error codes from revealing information to the
clients if there is a fault in the secret values. This requires
a thorough review of the error codes.

Finally, not releasing any error code to the client and
correcting the fault on the fly can be the last resort. However,
an error handling mechanism needs to be implemented to
be constant-time (or, more precisely, fault-independent). For
example, repeating the signing operation when the verify-
after-sign fails can potentially cause a visible delay in the
connection, and the malicious client can deduce that the fault
went through successfully. To prevent that, two copies of the
private key can be stored in separate locations in the memory
and two signatures can be generated simultaneously, and
whichever is verified can be sent to the client. This would
cause computational overhead, but if implemented constant-
time, the client would not see the effect of the fault. How-
ever, there is a small chance that both copies of the key can
be flipped on the same bit offset, which may reveal the fault
information. Furthermore, an unmasked secret key may be
vulnerable to probing tools. Libraries need to store sensitive
information in masked form to prevent real secret bits from
being recovered. Specifically, ECDSA implementations are
vulnerable to FAULT+PROBE unless secret key blinding is
implemented to mitigate our attack.

11. Exploiting ASLR as an Attack Vector

When the number of reliable pages that can generate
reproducible bit flips with low noise is limited, we need to
shift the secret value within a page to reuse the same pages
to probe multiple bits. In Section 6.2, we explained that this
can be done using an attacker-controlled malloc size.

Previous works [1], [51] demonstrated flipping variables
stored in stack memory. In case the secret value is stored
in stack memory instead of heap memory, changing the
malloc size will not affect the page offset of the secret.
Yet, ASLR implemented in the Linux kernel randomizes
page offset by default. Here, we propose to exploit address
randomization that is implemented to improve performance
by “avoiding L1 evictions by the processes running on the
same package” [39], [54] to enable FAULT+PROBE against
the secret variables that are stored in stack memory. This is
critical when the number of reliable pages is not enough to
cover the secret size.

Fig. 9 shows an overview of the ASLR shift idea. Note
that regardless of the size of the variable, the last 4 bits
of the address are not affected by the offset randomization.
Yet, the remaining 8 bits of the page offset are randomized.
Let’s say a variable has a page offset addr in one run and
addr+0x10 in the second run. Since randomization does
not affect the last four bits of the address if the variable’s
size is less than 16 bytes, all bits in the variable will always
be mapped into unique locations on the physical page. Yet, if
the variable is larger than 16 bytes, addr and addr+0x10
will have overlapping bits for different runs.
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Figure 9: ASLR Shift overview

Assuming that an unprivileged adversary has no prior
information about the randomized page offset of a variable
in a given run, using our FAULT+PROBE, they can deduce
where this flip occurred based on the unique mapping of
every bit for variables with a size smaller than 16 bytes.
Similar to the technique explained in Section 6.2, since the
flip characteristic of the profiled page is known, an error in
the program will indicate the original value of the corrupted
bit.

For variables with a size larger than 16 bytes, the value
of the secret bit can be found the same way. However, the
overlapping parts decrease the probability of deducing the
location of the bit within the variable. For example, for a
32-byte variable, a detected bit flip at offset 0x020 may be
located either at the beginning of the first or second half of
the variable, resulting in two different options.

To generalize, in a variable with size n bytes, an ad-
versary can tell the location of each corrupted bit on the
variable with a 16/n probability where n ≥ 16 and n ≡ 0
(mod 16).

12. Conclusion

In this study, we presented FAULT+PROBE, a novel
methodology that uses the Rowhammer to deduce secret
information exploiting the observable changes in a system’s
behavior following fault injections. Through rigorous ex-
perimentation, including a targeted attack on the ECDSA
signature scheme in wolfSSL TLS handshake, we have
demonstrated the capability of FAULT+PROBE to bypass
established fault-check mechanisms.

The introduction of FAULT+PROBE underlines the ne-
cessity for a refined defensive strategy against Rowhammer
and similar hardware-level threats. Future countermeasures
must address the attack vectors that exploit operational
behaviors as side channels.
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